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Abstract. In this paper we report on a prototype platform for access-
ing abstract information in real-world pervasive computing environments
through Augmented Reality displays. Objects, people, and the environ-
ment serve as contextual channels to more information. Adaptive models
will infer from eye movement patterns and other implicit feedback sig-
nals the interests of users with respect to the environment, and results
of proactive context-sensitive information retrieval are augmented onto
the view of data glasses or other see-through displays. The augmented
information becomes part of the context, and if it is relevant the system
detects it and zooms progressively further. In this paper we describe the
first use of the platform to develop a pilot application, a virtual labora-
tory guide, and early evaluation results.
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1 Introduction

We are interested in the problem of how to efficiently retrieve information in
real-world environments where (i) it is hard to formulate explicit search queries
and (ii) the temporal and spatial context provides potentially useful search cues.
The user may not even have an explicit query in mind but the information that
would be useful is likely to be related to objects in the surrounding environ-
ment or other current context cues. The system recognizes objects and people
as potential search cues, uses gaze patterns and other actions to infer their rel-
evancy, and retrieves information about them. The information is augmented
on data glasses. We have developed a hardware and software platform which
meets these needs and have implemented a demonstration application, virtual
laboratory guide, which shows how the idea can be applied to help a visitor to a
university department. We carry out a small-scale user study of the concept.

Previous researchers have used wearable and mobile Augmented Reality sys-
tems to display contextual cues about the surrounding environment. For example
the Touring Machine [1] added virtual tags to real university buildings showing



which departments were in the buildings. While several studies prove the avail-
ability of face recognition on a wearable platform [2], our research uses recog-
nized faces to trigger contextual cues for finding context-sensitive information
associated with the faces seen.

There have been studies about gaze as relevance feedback [3], but we are
the first to use gaze in information filtering in an AR setup. Speech recognition
has been studied a lot (for a review, see [4]). However, the combination of infer-
ring implicitly the focus of visual attention from gaze and inferring contextual
information from speech is novel.

2 Components of Contextual Information Access System

We have implemented a pilot software for on-line studies of contextual infor-
mation access. Faces and objects are detected and tracked from the video feed.
Their relevancy is estimated from gaze or pointing patterns. Information about
the relevant objects is retrieved using the recognized objects and speech as search
cue and is displayed using augmented reality rendering.

Face detection and tracking are performed with the Viola & Jones detec-
tor [5]. The detected faces are then transmitted to an image database engine for
recognition. The system also detects AR markers for detecting objects. User’s
speech is also used as a source of contextual cues in the system. We have modi-
fied the Aalto University’s online large-vocabulary speech recognizer [6] for this
purpose. The word error rate of the speaker-independent recognizer in Finnish
with a close-talk microphone in public places is 13.6% [7].

To determine which objects or faces should be annotated we infer their rele-
vancy from gaze patterns. In this pilot application, we assume the relevance of
an object to be proportional to the total time an object or related augmented
annotations were under user’s attention, within a fixed-length time window. A
recent study shows that the accuracy can be further improved by using more
advanced gaze features [8].

The video of the real world is augmented with textual annotations related
to the recognized faces and objects (see Fig. 1). The annotations are selected
so that they are relevant in the current context which is defined by the recently
seen objects and recent speech recognition keywords. In the pilot application,
the potential annotations are manually labeled with information about in which
kind of contexts they should be displayed. The annotation that best matches
the measured context is shown. The AR implementation in the pilot applica-
tion is monocular video see-through. The camera captures video with 640× 480
resolution at a frame rate of 15 frames per second (FPS). We use the ALVAR
augmented reality library4 for calibrating the camera and for detecting fiducial
markers and determining their pose relative to the camera.

We tested our system on two output devices; (1) a head-mounted display with
an integrated gaze tracker, and (2) a handheld UMPC with a camera (Fig. 2).

4 http://virtual.vtt.fi/virtual/proj2/multimedia/alvar.html



Fig. 1. Screenshots from the Virtual Laboratory Guide. Left: The guide shows aug-
mented information about a recognized person. Right: The guide has recognized that
the user is interested in research-related information.

Fig. 2. The display devices. On the left, wearable near-to-eye display with integrated
gaze tracker. On the right, hand-held computer with virtual see-through display.

The head-mounted device is a research prototype provided by Nokia Research
Center [9]. VGA quality image is displayed with a 30 degree field of view. The
hand-held PC is an ultra-mobile Sony Vaio computer with a 4.5 inch display.

3 Experiments

As a pilot application for testing the framework we have implemented an AR
guide for a visitor at a university department. The Virtual Laboratory Guide
shows relevant information and helps the visitor to navigate the department.
The guide is able to recognize people, offices, research posters, and annotates
them with research or teaching related information.

A small-scale study was conducted to to test the usefulness of our AR plat-
form. The goal of the study was to evaluate the usefulness of seeing virtual
contextual information and to compare two configurations: a handheld display
in a UMPC (HHD) and a head-mounted display (HMD). The head-mounted
display is a very early prototype which will naturally affect the results.
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Fig. 3. Usability study of the system in handheld display (HHD) and head-mounted
display (HMD) conditions. Average Likert scores with standard deviations for the us-
ability questionary on the scale of 1 to 7. See the body text for the description of
questions Q1–Q6.

The eight subjects were male university students aged from 23 to 32 years old.
None of them had prior experience with the Virtual Laboratory Guide. During
the experiments, AR markers were placed on research posters on the wall and
on desks. Three people were available for the purpose of face recognition.

In each condition the subjects were asked to find answers to one research-
related question and one teaching-related question. The answers were available
through the augmented annotations. After the subject had completed one task,
the experiment supervisor changed the topic of the augmented information by
speaking out to the speech recognizer a sentence related to the next topic.

After each display condition the subjects were asked what they liked best
and least about the condition and if they had any other comments. They also
answered following questions on a 7-point Likert-scale: (Q1) How easy was it to
use the application? (Q2) How easy was it to see the AR information? (Q3) How
useful was the application in helping you learn new information? (Q4) How well
do you think you performed in the task? (Q5) How easy was it to remember the
information presented? (Q6) How much did you enjoy using the application?

3.1 Results

In general, the users were able to complete the task under both conditions and
found the system a useful tool for presenting context information. Figure 3 shows
the results for each of the evaluation questions averaged across all subjects. The
users found the HHD easier to use (Q1, paired t-test, p = 0.05) and HHD display
easier to read (Q2, paired t-test, p < 0.001).

In the interview questions the subjects reported that the most severe weak-
ness in the head-mounted display was the quality of the image. The issues with



the quality of the early prototype head-mounted display were to be expected.
The subjects also felt that the handheld screen that was too small and heavy.

4 Discussion

We have proposed a novel augmented reality application which infers the in-
terests of the user from implicit signals such as gaze and speech. The system
overlays contextually relevant information about people and objects over the
display of the real world.

In this paper we presented a pilot study comparing two user interfaces: a
wearable display with an eye tracker, and an ultra-mobile computer. Further
studies will be performed on relevance inference, face and marker recognition,
speech recognition, as well as other components in the future.
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