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#### Abstract

Multi-view learning studies how several views, different feature representations, of the same objects could be best utilized in learning. In other words, multi-view learning is analysis of co-occurrence data, where the observations are co-occurrences of samples in the views. Standard multi-view learning such as joint density modeling cannot be done in the absence of co-occurrence, when the views are observed separately and the identities of objects are not known. As a practical example, joint analysis of mRNA and protein concentrations requires mapping between genes and proteins. We introduce a data-driven approach for learning the correspondence of the observations in the different views, in order to enable joint analysis also in the absence of known co-occurrence. The method finds a matching that maximizes statistical dependency between the views, which is particularly suitable for multi-view


[^0][^1]methods such as canonical correlation analysis which has the same objective. We apply the method to translational metabolomics, to identify differences and commonalities in metabolic processes in different species or tissues. The metabolite identities and roles in the different species are not generally known, and it is necessary to search for a matching. In this paper we show, using different metabolomics measurement batches as the views so that the ground truth is known, that the metabolite identities can be reliably matched by a consensus of several matching solutions.

Keywords Bipartite matching • Canonical correlation • Consensus matching • Co-occurrence data $\cdot$ Multi-view learning

## 1 Introduction

Multi-view learning considers the task of learning from two or more data sets with co-occurring observations. Intuitively, using all of the views for learning is beneficial, regardless of the learning task. The basic approach for using the views would be to build a model for the joint representations of all views, for example a hierarchical Bayesian model, but recently more targeted multi-view learning methods have also been introduced. Bickel and Scheffer (2005) maximize a consensus between models learned from each view, and Klami and Kaski (2008); Rogers et al. (2010) build hierarchical models specifically designed to capture statistical dependencies between the views in a latent variable representation. The latter line of work provides a generative alternative for canonical correlation analysis that is also applicable for the same task. Examples of multi-view learning applications include cross-lingual text mining and machine translation (Li and Shawe-Taylor 2006), multimodal information retrieval (Farquhar et al. 2006), modeling joint collections of text and images (Blei and Jordan 2003), and integration of mRNA and protein expression measurements in systems biology (Rogers et al. 2008).

The traditional multi-view learning methods require strict co-occurrence. That is, the views must have known one-to-one matching of samples. Text analysis can be done for sentence-aligned corpora, images must be paired with their captions in multimodal retrieval, and mRNA and protein expressions can be analyzed jointly only if we know which protein corresponds to which mRNA sequence. Strict co-occurrence holds for many applications, but not for all. While the amount of bilingual text is abundant, for instance through the world wide web, the alignment of such corpora is not always known. Aligning such documents in two languages, for instance at sentencelevel (Melamed 1999; Barzilay and Elhadad 2003), would provide useful resources for machine translation. In systems biology, the views may be measurements made with different technologies, for instance, different brands of microarrays use different probe sets to measure the activities of the same set of genes. The correspondence of probes between different microarray brands is not always known. Nevertheless, it can be assumed that the views do in fact measure mostly the same objects, we just do not know which object corresponds to which in the other view. It would be useful to use various multi-view learning techniques for these kinds of applications as well,
which requires learning the correspondence from the data. In this paper we propose an algorithm for learning the correspondence or match between the objects of two views.

In a specific simplified setting solving the matching is easy in principle: If the two views are known to be independent replications of the same measurements, then we can directly compare the vectorial representations of the objects in the two views. A natural solution is to match objects whose representations are similar. The only complication then is in satisfying constraints of the matching, such as one-to-one property: each object in one view should match exactly one object in the other. With this particular restriction the task reduces to weighted bi-partite graph matching or linear assignment problem with costs stemming from a distance measure between the representations. Kuhn (1955) provides a classical algorithm that solves the problem, and Burkard et al. (2009) give a very recent extensive treatment on assignment problems in general.

The matching problem gets considerably more challenging when the views are not replications and do not share a common representation. They can either consist of different sets of features used to characterize the objects, or even be completely different domains: one view could be a time series of gene expression, while the other could be the gene sequence. This type of applications are the primary motivations for modeling dependencies between multiple views, and are routinely addressed in analysis of co-occurrence data (for example, Vinokourov et al. (2003) used kernelized CCA for learning a mapping between image descriptions and content that have very different representations), but tools for applications without co-occurrence are missing. We introduce methods for this general case, based on finding a representation where the views can be compared. If such a representation can be extracted for each of the views, then we can use the simple bi-partite graph matching solution for solving the correspondence. The problem is thus reduced to finding a good representation, a representation where comparing the measurements is sensible.

In our preliminary work (Tripathi et al. 2008, 2009), done simultaneously and independently of a similar method presented by Haghighi et al. (2008), the representations were sought using the following idea: The two views can be compared in a representation that maximally captures the statistical dependencies between the two views. The underlying idea is to capture all the variation in a view that is shared with the other view, and use this shared representation for comparisons, whereas variation independent of the other view may be ignored. Measures of dependency between the views, such as correlation or mutual information, require matched sets of objects, which leads naturally to an iterative alternating algorithm. Given any matching we can find the best possible representation by maximizing the dependency, and given the representation we can find the best matching by solving the assignment problem. In this paper we present this approach in detail, with its connection to mutual information, and extend it.

Both Tripathi et al. $(2008,2009)$ and Haghighi et al. $(2008)$ learn the matching from a single observation of the objects in each of the views. This is a well-defined optimization problem, yet the solution is likely to involve uncertainty; another realization of the feature representations would typically lead to a different match. It is infeasible to expect that a purely data-driven solution could learn an accurate and reliable matching given just a single observation. We further extend the methods to more realistic applications where each view is represented by multiple independent realizations, and learn the matching given all the available data, as a consensus of the individual matches.


Fig. 1 Mapping between the abstract terminology used in the paper and the application of translational metabolomics. The task is to learn a consensus match between metabolite identities of humans and mice, pairing each human metabolite with one mouse metabolite. The consensus match is found by combining individual matches of several realizations of the two species. Each realization is a data matrix measuring the metabolic activity of a single individual, human or mouse. The rows of the data matrices correspond to the objects being matched, in this case the metabolites. The columns, in turn, are features that are used for learning the match, and they are the metabolic concentrations at different time points

To clarify the terminology, we use the term realization to represent a data matrix, and a match or matching refers to a one-to-one correspondence computed for the samples of two such data matrices. The terminology is illustrated in Fig. 1 that maps the terms to the application introduced below. Each row of the data matrix is an object and the columns are features that are typically different for the views and also for different realizations. Furthermore, we use the term pair to represent a single pair of objects, one for each view. In other words, a match consists of a set of pairs, and a consensus can be learned from a collection of matches computed from several realizations.

One of the most promising application fields of the matching methods is in translation of findings from model organisms, such as mice, to men. There it is crucial to know which properties of the model organisms generalize to men and which do not. Metabolites, i.e. small molecules in cells and biofluids, are common across species and thus provide a best chance to find translational biomarkers, as has been previously demonstrated in metabolic syndrome (Damian et al. 2007). Comparative metabolome analysis is commonly performed by mass spectrometry, and comparisons of metabolic profiles require solving the matching problem between the metabolites in the two pro-
files for two reasons: the identities are not clear due to various technical reasons of the measurement process, and the functions of the metabolites may be different in the different tissues or species.

In a typical metabolomic experiment we will have metabolite concentrations for a collection of humans and mice, and the task would be to learn a global match between the two organisms, not only between any two individuals. The individual matching solutions between any two individuals are samples of the complete problem. We introduce a computationally feasible solution by learning the individual matching solutions for sufficiently many realizations of both views, and then combining the matching results to find a global consensus. Coincidentally, the global consensus can be found by again solving an assignment problem, this time applied to a matrix of co-occurrences in individual matching solutions instead of comparison costs. In addition to finding the global match, we suggest how alternative matchings can be inferred based on the collection of the independent matching results.

We start by solving a translational metabolomics problem where we know the ground truth. By matching the metabolites of two populations of the same species, here humans, we can evaluate how well the known matching is revealed. Even this problem is far from trivial because of differences in individuals (and their diets), and technical differences in measurement batches. We can then move to the biologically more interesting problem of translation between humans and mice in follow-up works.

It is worth noticing that our solution for combining the individual matching solutions does not make any assumptions about how the individual matchings have been computed; the matching algorithm could be replaced with any other method. One recent alternative would be the kernelized sorting method by Quadrianto et al. (2009), which translates within-view distances to between-view distances using the HilbertSchmidt independence criterion (HSIC; Smola et al. 2007). This results in a quadratic assignment problem, which Quadrianto et al. (2009) address by iteratively solving a linear assignment problem. The main difference is that our approach explicitly finds the representations that can then be analyzed to understand the relationship between the views, whereas kernelized sorting is less transparent but it can more straightforwardly use non-linear kernels.

The paper is organized as follows: Sect. 2 describes the matching problem and our dependency-based solution for it, whereas Sect. 3 discusses alternative approaches for the same problem. Section 4 then introduces the concept of consensus matching and presents an algorithm for finding it based on any of the alternatives for finding individual matchings. Finally, in Sect. 5 we apply the algorithm to a simplified translational metabolomic experiment with known ground truth, and conclude the article by discussion in Sect. 6.

## 2 The matching problem

Given two data sets or views $\mathbf{X} \in \mathbb{R}^{N \times D_{x}}$ and $\mathbf{Y} \in \mathbb{R}^{M \times D_{y}}, M \geq N$, we want to find a permutation $\mathbf{p}$ of the objects in $\mathbf{Y}$ such that the $i$ th row (object) $\mathbf{x}_{i}$ in $\mathbf{X}$ is paired with the row $\mathbf{y}_{\mathbf{p}(i)}$ in $\mathbf{Y}$. In other words, we assume that each object or observation in $\mathbf{X}$ is paired with exactly one object in $\mathbf{Y}$, while $\mathbf{Y}$ may also have objects that
will be left without a pair. The matching will be primarily based on the actual data vectors, although prior information on matchings can be included as will be explained later.

If the two views can be assumed to be replicates (e.g., repeated measurements with the same sensor, or biological replicates in a gene expression study) of each other, the observations $\mathbf{x}$ and $\mathbf{y}$ lie in the same data space. Then it makes sense to assume that the distance $d\left(\mathbf{x}_{i}, \mathbf{y}_{j}\right)$ between $\mathbf{x}_{i}$ and $\mathbf{y}_{j}$ is a measure on the likelihood of $\mathbf{y}_{j}$ matching $\mathbf{x}_{i}$; the smaller the distance the more likely the two objects correspond to each other. Finding the complete match then reduces to the optimization problem

$$
\begin{equation*}
\arg \min _{\mathbf{p}} \sum_{i=1}^{N} d\left(\mathbf{x}_{i}, \mathbf{y}_{\mathbf{p}(i)}\right) \tag{1}
\end{equation*}
$$

That is, the goal is to find a permutation such that the total distance between the two views of all matched objects is minimized. The problem (1) is the so-called assignment problem, for which a global optimum can be found with the well-known Hungarian algorithm (Kuhn 1955; Burkard et al. 2009). Note that the distance measure $d(\cdot, \cdot)$ affects the result, and care should be taken in choosing it. We will not discuss the choice further for the special case of replicate measurements, since our main goal is in extending the solution to non-replicate views.

When the views are not replicate measurements, the above approach does not work. This is because there is no easy way to define the distance measure. Even if both views had vectorial representations of equal length, the features themselves may not be directly comparable, making standard measures like Euclidean distance inapplicable. Below, we will give a justified choice of metric for such cases.

A new principle is needed, and we build that on statistical dependency. If the permutation $\mathbf{p}$ is random the views will necessarily be statistically independent, that is, $p(\mathbf{X}, \mathbf{Y}(\mathbf{p}))=p(\mathbf{X}) p(\mathbf{Y}(\mathbf{p}))$. Hence, if the views are not independent, some systematic approach has been exercised in choosing the matching and, vice versa, systematic structure in the views can be found by maximizing the dependency with respect to p. Assuming that the systematic structure is maximized if the permutation pairs the two views of the same object, which makes sense at least if the views are informative enough, then maximizing dependency should be a good solution to the matching problem.

We conjecture that maximizing the dependency, measured as the mutual information

$$
I(\mathbf{X}, \mathbf{Y}(\mathbf{p}))=\int p\left(\mathbf{x}, \mathbf{y}_{\mathbf{p}(i)}\right) \log \frac{p\left(\mathbf{x}, \mathbf{y}_{\mathbf{p}(i)}\right)}{p(\mathbf{x}) p\left(\mathbf{y}_{\mathbf{p}(i)}\right)} d \mathbf{x} d \mathbf{y}
$$

with respect to the permutation $\mathbf{p}$ finds a good matching. In practice the mutual information cannot be directly used as the cost function, but it can be approximated with various levels of detail.

### 2.1 Matching in a subspace

Information processing can only lose information, and hence $I(\mathbf{X}, \mathbf{Y}(\mathbf{p})) \geq$ $I(\mathbf{f}(\mathbf{X}), \mathbf{g}(\mathbf{Y}(\mathbf{p}))$ for any functions $\mathbf{f}$ and $\mathbf{g}$. This can be utilized in maximizing the mutual information, since it is practically not feasible to directly estimate mutual information in high-dimensional spaces. For dependency search any transformation hence gives us a lower bound, which we may be able to maximize in practice instead of the complete mutual information,

$$
\begin{equation*}
\max _{\mathbf{p}, \mathbf{f}, \mathbf{g}} I\left(\mathbf{f}(\mathbf{X}), \mathbf{g}(\mathbf{Y}(\mathbf{p})) \leq \max _{\mathbf{p}} I(\mathbf{X}, \mathbf{Y}(\mathbf{p})) .\right. \tag{2}
\end{equation*}
$$

In practice estimation of mutual information from finite data faces two serious problems: over-fitting and computational complexity. Both can be reduced by using simple transformations that reduce dimensionality, and simple estimates of mutual information. In practice we will use linear projections. To estimate mutual information in the lower-dimensional space, we will use (canonical) correlations, which will not detect dependencies in higher-order moments but are faster to compute than for instance the non-parametric estimates used in (Klami and Kaski 2005). For normally distributed data, there is a monotonous relationship between correlations and mutual information (Gretton et al. 2003), and hence finding projections that maximize correlations will maximize mutual information as well; for other distributions the relationship is only approximative and chosen because of computational reasons.

### 2.2 Technical details

For linear projections let $\mathbf{f}(\mathbf{x})=\mathbf{x w}_{x}^{T}$ where $\mathbf{x}, \mathbf{w}_{x} \in \mathbb{R}^{1 \times D_{x}}$, and $\mathbf{g}(\mathbf{y})=\mathbf{y w} \mathbf{w}_{y}^{T}$ where $\mathbf{y}, \mathbf{w}_{y} \in \mathbb{R}^{1 \times D_{y}}$. When using correlation as the dependency measure, the optimization problem becomes

$$
\begin{equation*}
\max _{\mathbf{p}, \mathbf{w}_{x}, \mathbf{w}_{y}} \operatorname{corr}\left(\mathbf{X} \mathbf{w}_{x}^{T}, \mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right) . \tag{3}
\end{equation*}
$$

This has a direct relationship to the assignment problem (1) which can be seen as follows.

Given fixed projections, we can write the cost with the sample estimate of correlation as

$$
\begin{equation*}
\max _{\mathbf{p}} \frac{\mathbf{w}_{x} \mathbf{X}^{T} \mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}}{\left\|\mathbf{X} \mathbf{w}_{x}^{T}\right\|\left\|\mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right\|} \tag{4}
\end{equation*}
$$

The numerator can be expressed as

$$
\begin{equation*}
\mathbf{w}_{x} \mathbf{X}^{T} \mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}=\frac{1}{2}\left(\left\|\mathbf{X} \mathbf{w}_{x}^{T}\right\|^{2}+\left\|\mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right\|^{2}-\left\|\mathbf{X} \mathbf{w}_{x}^{T}-\mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right\|^{2}\right) . \tag{5}
\end{equation*}
$$

Assuming we are looking for a full one-to-one match, that is, $N=M$ and each object in $\mathbf{Y}$ is being matched to one object in $\mathbf{X}$, the first two terms in (5) as well as the denominator in (4) are constants with respect to $\mathbf{p}$; the order of objects does not affect the norm. Ignoring the constant terms gives

$$
\begin{equation*}
\min _{\mathbf{p}}\left\|\mathbf{X} \mathbf{w}_{x}^{T}-\mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right\|^{2}=\min _{\mathbf{p}} \sum_{i=1}^{N}\left\|\mathbf{x}_{i} \mathbf{w}_{x}^{T}-\mathbf{y}_{\mathbf{p}(i)} \mathbf{w}_{y}^{T}\right\|^{2} \tag{6}
\end{equation*}
$$

as the optimization problem for $\mathbf{p}$. The important difference compared to (4) is that the cost has now been factorized over the objects, which allows treating the objects as independent samples in the minimization task. Given the constraint of one-to-one mapping, we have in fact arrived at an assignment problem (1) where the distance $d$ is the Euclidean (squared) distance between the projected values.

Now we propose an iterative algorithm to solve the optimization problem, by alternating between two steps: optimizing the matching $\mathbf{p}$ and learning the projections $\mathbf{w}_{x}$ and $\mathbf{w}_{y}$. Above, the former turned out to be the classical assignment problem where the cost of assignments was defined by the distance in the projection space, and which can be solved exactly with for instance the Hungarian algorithm.

For the second step of the alternating algorithm, the projections are computed assuming a fixed matching of objects. The cost function is still (3), but the optimization is with respect to the projection vectors $\mathbf{w}_{x}$ and $\mathbf{w}_{y}$. This is the familiar canonical correlation analysis (CCA) problem, which can be solved exactly with linear algebra (see Hardoon et al. 2004). CCA is a classical method for finding linear relationship between two multidimensional variables. It finds a set of basis vectors for two multidimensional variables such that the projections of variables onto these basis vectors are maximally correlated. The correlation between the projections is called canonical correlation. Each CCA component is associated with the corresponding canonical correlation $\rho_{i}$ that characterizes the strength of dependency.

In this case, given the matched data matrices $\mathbf{X}$ and $\mathbf{Y}(\mathbf{p})$, CCA will find the basis vectors $\mathbf{w}_{x}$ and $\mathbf{w}_{y}$ such that $\operatorname{corr}\left(\mathbf{X} \mathbf{w}_{x}^{T}, \mathbf{Y}(p) \mathbf{w}_{y}^{T}\right)$ is maximal. The CCA solution is not, however, restricted to one-dimensional projections, but instead we can search for projection matrices $\mathbf{W}_{x} \in \mathbb{R}^{D \times D_{x}}$ and $\mathbf{W}_{y} \in \mathbb{R}^{D \times D_{y}}$ such that all the components are uncorrelated: $\operatorname{corr}\left(\mathbf{X} \mathbf{W}_{x}^{(i) T}, \mathbf{X} \mathbf{W}_{x}^{(j) T}\right)=0 \forall j \neq i$, using the notation $\mathbf{W}_{x}^{(i)}$ to denote the $i$ th row of the matrix $\mathbf{W}_{x}$. Here, $D=\min \left(D_{x}, D_{y}\right)$ is the maximal number of CCA components, and the additional components extracted by CCA can naturally be used also when solving the matching as well, by extending the distance measure in (6) to use multi-dimensional projections.

As correlation is scale-invariant, the different CCA projections can be re-scaled for maximal informativeness. For normal distributions $I(\mathbf{X}, \mathbf{Y})=-1 / 2 \sum_{i} \log \left(1-\rho_{i}^{2}\right)$, showing that mutual information decomposes additively over the components, with the canonical correlation $\rho_{i}$ signifying the contribution of that particular component. Since we have no guarantee of normality we will not fixate on this specific functional
form, but we use the same idea of using canonical correlations for weighting the contributions. In particular, we re-scale each dimension of $\mathbf{X} \mathbf{W}_{x}^{T}$ and $\mathbf{Y} \mathbf{W}_{y}^{T}$ with the corresponding canonical correlation, giving

$$
\begin{equation*}
\min _{\mathbf{p}} \sum_{i=1}^{N} \sum_{j=1}^{D} \rho_{j}^{2}\left\|\mathbf{x}_{i} \mathbf{W}_{x}^{(j) T}-\mathbf{y}_{\mathbf{p}(i)} \mathbf{W}_{y}^{(j) T}\right\|^{2} \tag{7}
\end{equation*}
$$

as the final cost function to be used when learning the match.
The two steps explained above are combined together as a single alternating optimization algorithm: first a matching of objects is given as initialization and CCA is used to find optimal projections based on the matching. A new matching is then solved via the assignment problem using distances computed in the feature space. These two steps are repeated until convergence, detected as a step that leaves both the permutation and the projections intact. The matching is initialized randomly; given possibly completely different feature representations for the views it would be hard to use joint modeling to improve on random initializations. By starting from several random initializations it is possible to avoid local optima; the algorithm can be guaranteed to converge to a local but not a global optimum.

It is worth noticing that possible prior information on the match, typically obtained from yet another data source, can be taken into account as additional (hard or soft) constraints for the permutation matrix. The simplest approach is to use hard constraints that exclude certain matches from the set of possible solutions. We formulate this through the concept of candidate sets. For each observation $\mathbf{x}$ we define a subset of observations in $\mathbf{Y}$ as candidates. Given reliable information on the candidates, the constraints can trivially be added by modifying the cost matrix used for the assignment problem. Instead of filling the matrix with the computed distances, the excluded candidates are given an infinite distance, making it impossible for the assignment problem solver to match them. This not only improves the accuracy of the match, but also decreases the computational cost dramatically for large sample sizes when using relatively small candidate sets. Then the assignment cost matrix will be sparse, enabling efficient algorithms such as those of Jonker and Volgenant (1987); Duff and Koster (2001).

As a technical detail, the optimization problems (4) and (6) are equivalent only for $M=N$. For $M>N$ the terms containing $\left\|\mathbf{Y}(\mathbf{p}) \mathbf{w}_{y}^{T}\right\|$ have to be included, since the set of objects in $\mathbf{Y}$ may change when changing the permutation. This means that the assignment problem cost matrix cannot be filled with the object-wise distances. In practice, however, the factorized cost gives a good approximation also for the cases where $M$ is slightly larger than $N$ (Tripathi et al. 2009). To counter the potential bias of favoring objects with small norm (a priori the Euclidean distance between $\mathbf{x}$ and $\mathbf{y}$ is positively correlated with $\|\mathbf{x}\|$ and $\|\mathbf{y}\|$ ), we suggest dividing the distances in (7) by $\sum_{j=1}^{D} \rho_{j}\left\|\mathbf{x}_{i} \mathbf{W}_{x}^{(j) T}\right\|\left\|\mathbf{y}_{\mathbf{p}(i)} \mathbf{W}_{y}^{(j) T}\right\|$ when $M>N$. This particular form of normalization is motivated by the form of (4). Even though we perform all the experiments in this article with $M=N$, we empirically study in Sect. 5.3 the effect of the normalization. The experiments suggest that the normalization should be used even when $M=N$.

```
Input: Matrices \(\mathbf{X} \in \mathbb{R}^{N \times D_{x}}\) and \(\mathbf{Y} \in \mathbb{R}^{M \times D_{y}}\). Candidate sets \(S_{i}\) for each row \(\mathbf{x}_{i}\) of \(\mathbf{X}\), consisting
    of sets of indices for the objects in \(\mathbf{Y}\). Each element in \(S_{i}\) is an index from 1 to \(M\).
Output: A match between the objects in \(\mathbf{X}\) and \(\mathbf{Y}\), given as a vector \(\mathbf{p} \in[1 . . M]^{N}\). All the elements
        in \(\mathbf{p}\) must be unique and \(\mathbf{p}_{i} \in S_{i} \forall i\).
Initialization: Choose random \(\mathbf{p}\) that satisfies the candidate set constraints.
repeat
    Find the projection matrices \(\mathbf{W}_{x}\) and \(\mathbf{W}_{y}\) and the canonical correlations \(\left\{\rho_{j}\right\}_{j=1}^{D}\), where
    \(D=\min \left(D_{x}, D_{y}\right)\), by maximizing the correlation between \(\mathbf{X}\) and \(\mathbf{Y}(\mathbf{p})\).
    Compute pair-wise distances \(d(i, k)\) between objects in \(\mathbf{X}\) and objects in \(\mathbf{Y}\) where
    \(k \in S_{i}, d(i, k)=\left\{\sum_{j=1}^{D} \rho_{j}^{2}\left\|\mathbf{x}_{i} \mathbf{W}_{x}^{(j) T}-\mathbf{y}_{k} \mathbf{W}_{y}^{(j) T}\right\|^{2}\right\} /\left\{\sum_{j=1}^{D} \rho_{j}\left\|\mathbf{x}_{i} \mathbf{W}_{x}^{(j) T}\right\|\left\|\mathbf{y}_{k} \mathbf{W}_{y}^{(j) T}\right\|\right\}\).
    Set \(d(i, k)=\infty\) for all pairs \((i, k)\) for which \(k \notin S_{i}\).
    Find the match in the subspace defined by \(\mathbf{W}_{x}\) and \(\mathbf{W}_{y}\) by optimizing \(\min _{\mathbf{p}} \sum_{i=1}^{N} d(i, \mathbf{p}(i))\),
    taking into account the constraint of unique values for the elements of \(\mathbf{p}\).
7 until \(\mathbf{p}, \mathbf{W}_{x}\), and \(\mathbf{W}_{y}\) do not change;
```

Algorithm 1: Summary of the matching algorithm.

The final algorithm with all the technical details is summarized in Algorithm 1. The input for the algorithm consists of the data matrices and the candidate sets chosen based on application domain knowledge, and the output consists of the learned match $\mathbf{p}$ together with the CCA projections $\mathbf{W}_{x}$ and $\mathbf{W}_{y}$. The computational complexity at each iteration of the matching algorithm can be described as follows: (1) Perform canonical correlation analysis which is a generalized eigenvector problem. (2) Compute the distance matrix in the latent space which is of the order $O(N|c|)$, where $|c|$ is the size of the candidate sets. (3) Solve Assignment Problem which takes $O\left(N M^{2}\right)$. The Assignment Problem can be solved faster if the sparsity of the distance matrix due to candidate sets is utilized.

## 3 Related work

A number of other works have addressed the problem of making two data matrices commensurable when no co-occurrences are known. These works can be divided into two categories: methods that seek a match between the objects of the two views, like our method, and methods that aim at computing distances between the objects represented by different views. Even though the latter works typically only provide the distance measure, they can be converted to achieve also the former by solving a bi-partite matching problem for costs stemming from the distances. That is, our viewpoint makes it obvious on how the actual matching problem can be solved given a distance measure.

Haghighi et al. (2008) introduced an algorithm very closely resembling ours, developed independently of our initial works (Tripathi et al. 2008, 2009). The main difference is that Haghighi et al. (2008) use a slightly different, heuristic cost for the assignment problem, whereas we derived the cost by connecting the distances to the original cost function. Another difference is that Haghighi et al. (2008) started from a probabilistic formulation of canonical correlation analysis, searching for the maximum likelihood estimate of the probabilistic CCA. This difference is, however, superficial,
since the maximum likelihood solution has been shown to be equivalent to the solution of classical CCA (Bach and Jordan 2005), and hence in this step the algorithms are identical.

Quadrianto et al. (2009) provide an alternative approach motivated along the same lines: objects should be matched to maximize statistical dependency between the views. Instead of correlation they use Hilbert-Schmidt independence criterion (HSIC; Smola et al. 2007) for measuring the dependency. HSIC can be computed directly for the original representations, and hence their algorithm does not provide explicit low-dimensional representations. The algorithm is still iterative in the same way as ours, since the HSIC results in a quadratic assignment problem instead of a linear one and they solve it by iteratively applying linear assignment problem solvers.

Wang and Mahadevan (2009) propose a method for aligning different manifolds, by constructing a distance measure between objects of the two different views. The measure is based on aligning local neighborhoods within each of the views, and in a sense converts within-view distances into between-view distances. In brief, a distance from $\mathbf{x}_{i}$ to $\mathbf{y}_{j}$ is based on alignment of the neighborhoods of the $k$ nearest neighbors in both spaces. The objects are deemed to be close to each other if the set of distances from $\mathbf{x}_{i}$ to its closest neighbors is close to the set of the distances from $\mathbf{y}_{i}$ to its neighbors. The algorithm is not iterative in the same sense as the earlier approaches, but on the other hand is computationally very complex: Determining the distance between two neighborhoods requires going through all $k$ ! permutations of the neighboring objects. The approach does not directly return one-to-one mappings between the objects but merely allows measuring distances between the objects in the different views.

Some methods have also been presented for the related problem of matching the objects given a small training data for which the matching is already known. This problem is considerably simpler since the seed matching provides information on which features are informative of the match. Wang and Mahadevan (2008) apply "procrustes analysis" for creating a distance measure for the rest of the objects, whereas Tripathi et al. (2010) study the semi-supervised problem for solving the actual match. As expected, providing some supervision clearly increases the accuracy.

In Sect. 5.2 we empirically compare our approach with the above alternatives, excluding the almost identical method of Haghighi et al. (2008) and the semi-supervised variants, in the application of metabolite matching. To ensure fair comparison we adopt parts of our algorithm for the others as well, including the candidate sets and coupling the manifold alignment of Wang and Mahadevan (2009) with the assignment problem.

## 4 Consensus match

As far as we know, all solutions proposed to the matching problem, including our solution to the generalized problem for different data domains, find the match for a single realization of two data matrices. In a realistic matching application the task is, however, to find an underlying match between several realizations of the object collec-
tions. For example, when matching metabolic identities between two species we often have measurements for several individuals of both species. The main task is to find the match between the species, not between the individuals. By assuming the metabolic activity of a single individual to be a noisy example of generic species-specific activity, the match between the species is obtained by averaging over the matches of different individuals.

Let $\overline{\mathbf{X}}=\left\{\mathbf{X}_{s}\right\}, s \in\{1: S\}$ and $\overline{\mathbf{Y}}=\left\{\mathbf{Y}_{t}\right\}, t \in\{1: T\}$ be the $T$ and $S$ realizations of the two views, where $\mathbf{X}_{s} \in \mathbb{R}^{N \times D_{x s}}$ and $\mathbf{Y}_{t} \in \mathbb{R}^{M \times D_{y t}}$. Again $M \geq N$. The task is to learn a single permutation $\mathbf{p}$ to match the objects. Algorithm 1 provides a solution between any two realizations $\mathbf{X}_{s}$ and $\mathbf{Y}_{t}$, and now we would like to utilize this existing pairwise algorithm to solve the global matching problem. In brief, the basic idea is to find the matches between sufficiently many realizations, and then to find a consensus of all these matches.

We will make two simplifying assumptions. First, the included pairs of realizations are assumed to be independent samples, which holds approximatively assuming the total number of realizations is large. Second, when combining the matchings we will neglect some of the constraints as detailed below; this is necessary to keep the computations manageable. The quality of the solution needs to be evaluated empirically, which we will do in Sect. 5.

Let $\mathbf{p}_{k}, k \in\{1: S \times T\}$ be a match between the objects of any two $\mathbf{X}_{s}$ and $\mathbf{Y}_{t}$, obtained by solving (3). We combine the individual solutions $\mathbf{p}_{k}$ by creating a contingency table $\mathbf{C} \in \mathbb{N}^{N \times M}$, where cell $\mathbf{C}(i, j)$ is the count of solutions where the $i$ th observation of $\mathbf{X}_{s}$ has been paired with the $j$ th observation of $\mathbf{Y}_{t}$. Intuitively, if two objects are paired with each other in many individual matching solutions the corresponding cell value will have a high count.

Now we make the simplifying assumption of using only the information provided in the contingency table. Then the problem reduces to solving a maximum weight bipartite matching between the rows and columns of the contingency table $\mathbf{C}$, where the cost (or weight) of matching comes from the cell frequency $\mathbf{C}(i, j), i \in\{1$ : $N\}, j \in\{1: M\}$, and $\sum_{j=1}^{M} \mathbf{C}(i, j)=S \times T, \forall i$. Let $\mathbf{P}$ be the consensus matching based on the contingency table, obtained as solution to the optimization problem

$$
\begin{equation*}
\max _{\mathbf{P}} \sum_{i=1}^{N} \mathbf{C}(i, \mathbf{P}(i)) . \tag{8}
\end{equation*}
$$

Coincidentally, this problem can be solved using the Hungarian algorithm used above for solving the individual matchings as well. The only difference is that instead of minimizing the total distance we now maximize the counts.

After solving the consensus match, the individual pairs can be ordered according to decreasing count. That is, the rows and columns of $\mathbf{C}(i, \mathbf{P}(i))$ are re-ordered so that the found pairs are on the diagonal in decreasing order. This corresponds to a crude measure or reliability of any given pair; those occurring in the beginning of the list are more likely to be correct than those at the end.

Finally, we propose a simple way to characterize potential alternative pairs for each object. This may be useful for applications where one-to-many correspondences are
also possible, or simply to provide more information on the match. This is done by comparing the counts of all possible pairs to the simple null distribution of all matches being a priori equally likely. We use $\mathbf{C}(r, i)$ as a test statistic for all $i \in[1, M]$, and estimate the p-values for each pair of objects as the proportion where $\mathbf{Z}(r, i)>\mathbf{C}(r, i)$. The null distribution $\mathbf{Z}(r, i)$ is generated by drawing 1000 random matches that satisfy the candidate sets, and counting in how many of those each of the potential pairs occurs. That is, the distribution is constructed in the same way as the matching algorithm is being initialized. The pairs with low p-values are given as a list of potential alternative matches for any particular object in $\mathbf{X}$, complementing the original consensus match for real biological use cases.

## 5 Application: translational metabolomics

In metabolomics studies concentrations of metabolic products in tissue samples are measured, typically with mass spectrometry combined with a chromatography method such as Liquid Chromatography. The result is a set of peaks in the mass spectrum, in the two-dimensional plane of retention time vs. mass-to-charge ratio. Some of these peaks can be identified to stem from specific metabolites but many cannot, and uncertainties remain in the metabolic profiles even after sophisticated preprocessing methods.

A typical goal in the studies is to find differences in the metabolic profiles of two populations, for instance diabetic and healthy (Orešič et al. 2008b) or males and females (Nikkilä et al. 2008). Also similarities in populations are interesting, in particular when comparing metabolic profiles of different organisms, such as mice and men, in order to find out which properties of the model organisms generalize to humans and which do not. The goal of translating findings from one study or population to another can be called translational metabolomics.

A main problem in comparing two populations is that, due to the measurement and preprocessing process, the matching between the metabolites between the populations is not completely known. This is obviously problematic for the unidentified metabolites but also the roles of identified metabolites may be different in different organisms or tissues. A matching needs to be found, and it is an attractive idea to compute the matching in a data-driven way, in order to both circumvent imperfectness in preprocessing methods and to be able to find non-trivial correspondences where the functional role of the metabolites may be different.

Due to the nature of the measurement process, there is a translational problem even within the same tissue in the same organism. In large scale studies involving several hundreds of samples, the metabolic profile measurements are commonly made in multiple analytical batches. Within a single batch the metabolic profiles are comparable, but across the batches there is a possibility of larger variation due to instrumental drift. For us this is an excellent opportunity to test the method, because for the identified metabolites within a single tissue and single organism, the ground truth of the matching is known. We will compute a data-driven matching and compare it to the ground truth, in order to estimate how reliable the method is, and then in future studies apply it to translation.

### 5.1 Data

The data consist of measurements of lipids from a recent large birth cohort study of Type 1 diabetes (DIPP; Orešič et al. 2008b). In this study, lipidomic profiles of healthy human patients and patients developing into type 1 diabetes were measured at variable intervals. The data corresponding to each individual is a time series of metabolic expression for a given set of metabolites. The length of time series for each individual is different, ranging from 2 to 30 . Also the sampling points are different, implying that each individual forms a different data domain. We use below altogether 126 individuals, with time series of more than two points, and 53 metabolites which have been measured and identified for all individuals, so the true matching is known.

We randomly partition the set of individuals into two sets, $\overline{\mathbf{X}}$ and $\overline{\mathbf{Y}}$, each consisting of 63 individuals. Each set ( $\overline{\mathbf{X}}$ or $\overline{\mathbf{Y}}$ ) represents a view. An individual in any view is called a realization, which is a data matrix with metabolites as observations and time points as variables. The task is to find a matching of metabolites between the two views, $\overline{\mathbf{X}}$ and $\overline{\mathbf{Y}}$. Any two realizations, one from each view, can be used to match the metabolites. There are altogether $63 \times 63=3969$ such combinations of realizations, and hence the final match can be computed as a consensus of 3969 matching solutions.

The lipids are traditionally categorized into known classes (Orešič et al. 2008a) which we can take as prior information. In practice, matches should occur only within a class, and the idea is to search within a functional class to find a pair for any given metabolite. This also speeds up the process by restricting the search space.

Further, it is in general a good idea to restrict the search to only a subset of the possible pairs if possible. We call such subsets candidate sets, and for each metabolite in any of the $\mathbf{X}_{s}$, a candidate set is a subset of the corresponding metabolites in $\mathbf{Y}_{t}$. In the metabolomics application we use mass-to-charge ratio (MZ) and retention time (RT) of metabolites to create the candidate sets. For a given metabolite, we pick a fixed number of closest metabolites based on MZ and RT values weighted by corresponding thresholds ( 0.001 for MZ and 10 seconds for RT, coming from field experts). In our experiments, the size of the candidate sets was 10 for those functional classes having more than 10 metabolites. For smaller functional classes the whole class formed the candidate set.

### 5.2 Experiments

In this section we will study empirically the accuracy of the matching results for a data set where the ground truth is known. The experiments are designed to answer the following questions: (i) How exactly should the match be computed? (ii) How does finding the consensus of several matches help and to what extent? (iii) How much data do we need to get a good matching solution? We also compare the performance of our matching algorithm with manifold alignment and kernelized sorting.

First, we study the performance of our algorithm on a single pair of realizations and study the effect of normalization on the distances (7) between the objects when learning the match. The purpose of this experiment is to both illustrate the accuracy of a match learned from a single realization, and also to show how normalizing the
distances in the projection space to emphasize data points with high variation improves the accuracy.

We then compare our CCA-based matching algorithm to manifold alignment (Wang and Mahadevan 2009) and kernelized sorting (Quadrianto et al. 2009) by matching the objects between a single pair of realizations. In order to make the comparison fair, the concept of candidate sets is incorporated also for the manifold alignment and kernelized sorting; the information about functional classes of lipids is used to restrict the search space for matching as in our algorithm. Manifold alignment is used for matching in two settings. (i) We choose the true match for each object to be the closest object in the other data set as suggested in the original publication. (ii) The distance provided by the manifold alignment method is used as a cost for the assignment problem, and a one-to-one match is learned with the Hungarian algorithm as in our method. In case of Kernelized sorting, we used both of the initialization alternatives suggested by Quadrianto et al. (2009), namely initialization with kernel-PCA and random initialization. For both methods we use Gaussian kernels and choose the kernel parameters as in (Quadrianto et al. 2009) for both, since Wang and Mahadevan (2009) do not give suggestions on how the choice should be made. The neighborhood parameter $k$ of the manifold alignment was chosen to be 4 , following the suggestion in the original publication.

Next, we move to studying the consensus match. The consensus is computed using our CCA-based matching algorithm. We show how the accuracy is considerably improved already when learning the match from two realizations of both views instead of one, and continue with experiments on increasing number of realizations. At the same time, we study the effect of initialization of the individual matches, and conclude by studying the choice of distance normalization in a larger experiment. We also study how many realizations (that is, individual measurements) are needed for learning a good match between the metabolites, using the optimal settings learned in the first experiment. In a real biological experiment the measurement resources are always constrained, and knowing in advance how much data is needed for reliable results would be beneficial. We seek to answer this question for the data studied in this paper, expecting the result to roughly generalize to experiments of similar nature.

### 5.3 Results

We start by assessing the quality of the match learned from a single realization of views. As we have access to a number of realizations, we measure the performance over 1,000 random choices of the humans used for matching the metabolites. We learn the match using both the distance measure of (7) and a normalized variant shown in Algorithm 1, in order to compare these two approaches. Figure 2 shows the distribution of the proportion of correct matches, with average percentage at $35.7 \%$ for the normalized variant and $26.3 \%$ for the un-normalized variant. The normalized variant is hence considerably more accurate, and is to be preferred at least for individual matches.

Both variants are more accurate than a baseline provided by the hard constraints of the candidate sets (average accuracy of random matches satisfying the constraints


Fig. 2 Matching accuracy in the task of matching metabolites given a single realization of each view. The matching accuracy is computed against the known ground truth. The boxplots represent the matching accuracies of 1,000 randomly selected realization pairs. The matching given by the proposed algorithm is more accurate than the baseline given by the random matching satisfying the candidate sets, showing it is possible to infer the match from the data. Furthermore, using the normalized distance for optimizing the match is superior to the un-normalized variant by a margin of almost $10 \%$
is $15.2 \%$ ), indicating that the algorithm has found useful information already from a single realization. For a practical biological application the accuracy of the method would not be acceptable, however. The poor accuracy is primarily due to the difficulty of the task itself-some humans have only three-point time series, and the two views may have very different time-scales and dimensionalities. It would be unfeasible to expect high accuracy for such a matching problem.

Figure 3 shows the comparison of our algorithm with manifold alignment and kernelized sorting. The average matching accuracy of our CCA-based matching algorithm $(35.7 \%)$ is clearly better than the average matching accuracy of manifold alignment (23.4\%), and both the variants of kernelized sorting; KPCA-based initialization gives $27 \%$ and random initialization reaches $30.7 \%$. All the differences are statistically significant ( $p$-value below $1 e-14$ ) based on Welch Two Sample $t$-test. When coupled with the assignment problem, the average accuracy of manifold alignment (36.08\%) is comparable to our CCA-based matching approach. In this case, the difference is not statistically significant ( $p$-value 0.37 ). The manifold alignment method is, however, orders of magnitude slower than both of the alternative methods. In summary, we observe that the proposed CCA-based matching method is, for this application, more accurate than kernelized sorting, and comparable but much faster than the manifold alignment solution complemented with an assignment problem solver. This warrants using the proposed algorithm for learning the consensus match, but it is worth keeping in mind that the consensus could also be learned from the solutions of the other alignment methods-or from a combination of solutions learned with different algorithms.

Next we illustrate how the accuracy is improved when more realizations are used for learning the match, using the consensus solution of Sect. 4. As shown in Fig. 4, already the consensus learned from two realizations (that is, a total of 4 individual matches) gives a notable increase in accuracy. The real power of the consensus, however, is in


Fig. 3 Comparison of Manifold alignment, Kernelized sorting and our CCA-based matching. MA represents Manifold alignment as proposed in the original publication, MA + AP represents MA with Assignment problem. KS + KPCA represents Kernelized sorting with KPCA-based initialization, KS + Random represents Kernelized sorting with random initialization. CCA represents our CCA-based matching algorithm. In all the methods, the same candidate sets and information about metabolite functional classes is used. Matching accuracy is based on 1,000 randomly selected single realizations
combining a large number of individual matches, learned from tens of realizations. We illustrate this by adding more and more realizations. We start again from the case of $1+1$ humans that gives one matching solution, and progressively increase the number of humans on both sides, always computing the consensus match over all possible matching solutions that can be computed based on the given data. For each data collection size we average the results over 100 random choices of individuals for both collections. Note that we use separate humans for the $\mathbf{X}$ and $\mathbf{Y}$, since this study is a proxy for translation studies where the populations would indeed be different.

We also study the effect of initialization of the individual matches on the consensus matching. The individual matching solutions solved by maximizing (3) are not global optima, but only local ones affected by the initial matching. Intuitively, it makes sense to start each individual matching from a different random initialization to maximize the independence of the solutions. In Fig. 5 we show the accuracy of the consensus matches for two different initialization strategies, one using different random initialization for each individual matching solution and one using the same initial matching for all. The result confirms the intuition, showing that maximizing the independence between the individual matches through different initializations is crucial for good matching accuracy. While random initialization might not be optimal for a single match, it guarantees sufficient diversity for the consensus.

In the above experiment we used the normalized distances, as suggested by the results of the experiment with one realization. To verify whether it is the better choice also for consensus matches, we run a similar experiment over the whole range of possible data collections. Figure 6 shows that the normalized variant is more accurate for all data collection sizes, confirming the initial observation. In conclusion, we have shown that the choices made in Algorithm 1 are superior to the possible alternatives.


Fig. 4 Illustration of the gain in performance from using more realizations for matching the objects between two views. The two boxplots correspond to: (i) the matching of metabolites based on single realization for each view, and (ii) the matching accuracy based on the consensus of matchings using two realizations for each view. The gain from adding the second realization is clear, on average around $9 \%$. The normalizeddistance variant is used in both the cases


Fig. 5 Accuracy of the consensus matching as a number of realizations, combining all possible individual matches between the humans in both collections. The matching accuracies of two alternative initialization strategies are averaged over 100 random selections of individuals to the two the data collections, and the dotted curves show the standard deviation over the randomization. The variant having different random initializations (solid line) for each individual match is shown to be clearly more accurate than the consensus computed from individual matches with identical initializations (dashed line). Both variants clearly surpass the baseline accuracy given by random matches (dash-dotted line)


Fig. 6 Comparison of the normalized and un-normalized distance variants in a consensus match. The normalized variant is slightly more accurate for all data collection sizes, and is hence to be preferred. The final accuracy of the better variant reaches $96 \%$, and already with 30 realizations the accuracy is at $90 \%$, which could be considered as a sufficient accuracy for a practical translational metabolomics application

In particular, the distances in (7) should be normalized by the norms of the projections, and giving a different random initialization for each individual match is a good strategy.

Finally, we turn our attention to the actual matching results. Both Figs. 5 and 6 show that the accuracy grows rather monotonously as a function of available data, eventually reaching $96.15 \%$ accuracy for the case with 63 realizations (3,969 individual matches). This means that only 2 metabolites out of 52 are matched incorrectly, which is the second best achievable result-a single mistake in one-to-one matching naturally implies that another metabolite must also have been matched incorrectly. Furthermore, the statistical test for finding alternative pairs indicates that for both of the erroneously paired metabolites the true pair would be the most likely alternative pair. In summary, it is possible to learn the match between the metabolites of the two data collections in a data-driven way, given enough data.

The remaining question is, how much data is actually needed. This can be studied by looking at the curve in Fig. 6. We know from Fig. 2 that the accuracy with just one realization is not sufficient. However, the accuracy rises steeply when more data is added. Already at 10 realizations (consensus of 100 individual matches) the accuracy is at $70 \%$. This represents the kind of accuracy obtainable with small-scale metabolomics data sets. Going further, we notice that 30 realizations ( 900 individual matches) are enough for roughly $90 \%$ accuracy, which would typically already be sufficient in a biological experiment. While the results do not directly generalize to other metabolomics measurements, we can still conclude that measurement collections of feasible size (tens of realizations) are sufficient for learning sufficiently accurate matches, at least for collections where the number of time points is comparable to our data (on average around 10 time points).

## 6 Discussion

In this paper we introduced the problem of learning the match between sets of objects that have not been measured as co-occurring data. The goal is to make it possible to combine different views even when the co-occurrence of the objects is not known, to enable joint analysis of the views or application of various multi-view learning methods.

We presented an algorithm that matches the objects of the two views by repeatedly solving linear assignment problems. If the feature spaces of the two views can be directly compared, then the matching can be solved as a single assignment problem. When the views can not be directly compared, we need an iterative algorithm that alternatingly solves the match and finds a better representation for comparing the objects. The representations are learned to maximize the statistical dependency (mutual information) between the views, with the intuitive idea that a representation capturing the dependency between the views gives the most reliable measure of similarity.

We also showed how several independent matching results, obtained by applying the algorithm for several realizations of the views, can be combined to improve the accuracy of the match. The consensus is again learned by solving an assignment problem, which makes the whole approach computationally straightforward: The whole process only requires a standard assignment problem solver, linear algebra to solve the canonical correlation analysis problem to find the representations, and simple bookkeeping. For larger problems the computational efficiency of the assignment problem can be improved by using prior information to introduce sparsity in the cost matrix. The algorithm used for finding the consensus is general, and can be applied on top of any other algorithm for finding the individual matching solutions, such as those presented by Quadrianto et al. (2009) or Wang and Mahadevan (2009). In this work we showed that the accuracy of our individual alignments is better than one and comparable to the other, and computationally much faster than the comparable one.

We used the problem of translational metabolomics, that is, study of differences and commonalities between metabolic activity of different species, as a prototype application. Model organisms such as mice are being used for more extensive biological experiments, and it is crucial to be able to generalize the findings to humans. However, the metabolic profiles, measured by mass spectrometry, are not directly comparable between the species, and hence the match needs to be inferred from the data. In this article we applied the method to a partially artificial problem of matching the metabolites between two collections of the same species, in order to evaluate the performance of the method in a setting having a gold standard baseline. We showed that the accuracy learned from a single realization of noisy objects is not sufficient for further analysis, but that with large enough measurement collections near 100\% accuracy can be achieved. For the particular metabolomic data in question around 30 examples of both species would be needed for adequate $90 \%$ matching accuracy, which is within the limits of current measurement practices. The algorithm is being applied at the moment in lipidomics studies, for matching lipids between humans and mice.
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